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ABSTRACT

We present initial results from the Multi-conjugate Adaptive-optics Visible Imager-Spectrograph Image Simulator
(MAVISIM) to explore the astrometric capabilities of the next generation instrument MAVIS. A core scientific
and operational requirement of MAVIS will be to achieve highly accurate differential astrometry, with accuracies
on the order that of the extremely large telescopes. To better understand the impact of known and anticipated
astrometric error terms, we have created an initial astrometric budget which we present here to motivate the
creation of MAVISIM. In this first version of MAVISIM we include three major astrometric error sources; point
spread function (PSF) field variability due to high order aberrations, PSF degradation and field variability due to
tip-tilt residual error, and field distortions due to non-common path aberrations in the AO module. An overview
of MAVISIM is provided along with initial results from a study using MAVISIM to simulate an image of a Milky
Way-like globular cluster. Astrometric accuracies are extracted using PSF-fitting photometry with encouraging
results that suggest MAVIS will deliver accuracies of 150µas down to faint magnitudes.
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1. INTRODUCTION

The first ever multi-conjugate adaptive optics (MCAO) system to operate in the visible, MAVIS is being designed
for the Very Large Telescope (VLT) Adaptive Optics Facility (AOF)1 with the goal of being both a general-
purpose instrument, and to provide complimentary to the MAORY/MICADO2,3 near-IR MCAO system and
imager. Correcting light across the wavelength range of 370-950 nm, the MAVIS AO module (AOM) will feed
both a 4k×4k imager and integral field spectrograph with four resolution modes.4 Once on-sky, MAVIS will
make the VLT the only 8m-class, near-diffraction limited optical telescope operating on the ground or in space.
To do this, MAVIS will use three deformable mirrors conjugated to correct the ground layer, 6 km and 12.5 km
layer turbulence, eight laser guide stars (LGS) and three natural guide stars (NGS) to correct a 30′′ × 30′′ FoV.5

The proposed science cases are remarkably well rounded, ranging from solar system science to studying galaxies
at redshit z ∼ 7 to probe the epoch of re-ionization.6 One area of astronomy that exploits both the wide-field
correction provided by MCAO and the near-diffraction limited, high resolution PSF, is astrometry. As such,
a core science capability of MAVIS and an instrumental requirement is achieving highly accurate differential
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astrometry. Formally, MAVIS must achieve astrometric accuracies of 150 µas (with the goal of 50 µas) for
high signal-to-noise sources (> 200) separated by no more than one arcsecond. Furthermore, this requirement
assumes that a reference source is present in the image and that the lower order plate scale and rotational terms
can be calibrated to within 0.01%. To verify this requirement is achievable, we have begun work on a MAVIS
astrometric error budget similar to the the work done by TMT/NFIRAOS7 and EELT/MAORY.8 To aid in
building the budget, we have developed MAVISIM, a tool to create realistic MAVIS images by accounting for
major sources of astrometic error. In the current version of MAVISIM we account for three major sources of
astrometric error. Here we present preliminary results from MAVISIM, highlighting the predicted astrometric
capabilities of MAVIS after modeling three dominant error terms.

2. ASTROMETRIC ERROR TERMS

During Phase A of the MAVIS design process, a preliminary astrometric budget was compiled which included
both known and potential astrometric error sources for MCAO systems. As stated, much inspiration was drawn
from the work of TMT/NFIRAOS and ELT/MAORY. In this section we list the astrometric error terms the
MAVIS team is currently considering and provide a brief description of how we are considering each.

2.1 Preliminary Astrometric Budget

Thus far we have identified six astrometric error sources to be considered in the MAVIS error budget. Addi-
tionally, we have chosen to consider our method for astrometric calibration simultaneously to assess our ability
to accommodate and correct for many of the error terms. The major error sources identified thus far are listed
in Table 1 alongside our proposed plan to study each, and whether the error has been considered in the current
study (MAVISIM 1.0). Referring to Table 1, high order and low order aberrations are denoted as HO and LO
respectively and non-common path aberrations as NCPAs. The term “end-to-end AO simulation” is used to
denote simulations of the MAVIS AO loop made in YAO,9 PASSATA10,11 or COMPASS.12 Note that the budget
is very preliminary and input from the community would be appreciated.

2.2 Modeled Terms in MAVISIM 1.0

Inspired by the MICADO image simulator SimCADO,13 we have built MAVISIM to simulate the expected
imaging capabilities of MAVIS with the ultimate goal of testing and refining potential science cases∗. Currently,
MAVISIM is being used primarily to aid in the construction of the astrometric budget and to probe science cases
related to resolved stellar populations.6 In this first version of MAVISIM we account for three major sources of
astrometric error and model real detector and observational characteristics.

2.2.1 PSF field variability: LGS Anisoplanatism

The first error term we have considered is the effect of uncorrected high order aberrations associated primarily
with LGS anisoplanatism. The anisoplanatic error captures the disagreement in turbulence profiles between an
AO reference source and science object. As the angular separation between a science object and AO reference
source increases, the shared turbulence volume along the line of sight decreases. This decrease results in the
reconstructed turbulent phase being a poorer representation of the true phase, thus worsening the AO correc-
tion.19 Because of the angular dependence, the LGS anisoplanatic error varies across the field of view (FoV)
reflecting the LGS constellation geometry. To capture the field variability we have generated a database of PSFs
across the MAVIS FoV. The PSFs are generated using an implementation of the Fourier method which uses the
Power Spectral Density of the turbulence to recover the long exposure (time averaged) PSF.11,20,21 In Fig. 1 we
show a MAVISIM image of a crowded stellar field to highlight the treatment of PSF spatial variability.

∗We rely heavily on the NumPy,14 SciPy,15 Astropy16,17 and Matplotlib18 Python libraries in MAVISIM.



Table 1. Preliminary astrometric error budget for MAVIS. Errors are classified generally with specific

Error Source Investigation Strategy Incl.

PSF Shape

1. HO Aberrations MAVSIM: long exposure PSF and end-to-end PSF X

2. LO Aberrations MAVISIM: apply tip-tilt residual map from X

end-to-end AO simulations

Atmospheric Effects

1. Distortion End-to-end AO simulation 7

2. Chromatic Dispersion MAVISIM: create broadband PSF using distortion 7

values from Zemax end-to-end simulation

Detector Characteristics

1. Charge Diffusion Resolved: assumed fixed effect, 0.94×pixel size X

2. Quantum Efficiency Variations Detector characterisation in the lab 7

3. Pixel Size Resolved: Assuming Nyquist sampling at 550 nm X

3. Photon & Read Noise Assumed for preliminary detector choice X

AOM Optical NCPAs

1. Static Distortion (e.g. polish. errors) MAVISIM: apply distortion map determined from X

Zemax end-to-end simulations

2. Dynamic Distortion (e.g. flexure) MAVISIM: simulate expected distortion by 7

perturbing optical elements and recreating static maps8

AOM Deformable Mirror NCPAs

1. Dynamic (e.g. actuator failure) End-to-end AO simulation 7

VLT NCPAs

1. Static (e.g. polish. errors) MAVISIM: use archival data? 7

2. Dynamic (e.g. from M1, M2, M3) End-to-end AO simulations: phase screens to 7

represent mirrors

Calibration

1. Pinhole Mask MAVISIM: simulate the mask characteristics needed 7

to recover the static AOM distortion map

2.2.2 Tip-tilt residual

The second error we have modeled thus far, is the tip-tilt (TT) residual resulting from the incomplete correction of
lower order aberrations. We model the TT residual as the sum of the tomographic, vibrational and measurement
errors. The tomographic error includes NGS anisoplanatism. To examine the effect of the TT residual on
different science cases, we consider several NGS constellations to recover maps of the TT residual across the
MAVIS FoV.11 The maps vary the NGS distance from the centre of the MAVIS FoV, individual NGS brightness
and NGS constellation geometry. We model the residual as a 2D multivariate Gaussian kernel that captures
both the magnitude and variability as a function of position in the field.

2.2.3 Static distortion

The final astrometric error we model in this first version of MAVISIM is static distortion resulting from the
opto-mechanics of the AOM.22 To recover the static distortion map of the AOM we use an end-to-end approach
in Zemax. At the moment we only consider the static terms present in the AOM and do not consider any



Figure 1. Simulated log-intensity image created using MAVISIM of a globular cluster at a distance of 5 kpc. The
spatial variability of the PSF across the FoV is highlighted with the zoomed insets to show the treatment of higher order
aberrations by MAVISIM, specifically LGS anisoplanatism as discussed in Section 2.2.1.

dynamic terms (e.g. telescope vibrations). The static distortion is largely dominated by NCPAs in the AOM,
although polishing errors are not considered at this time. The MAVIS AOM is unique among MCAO systems as
it makes use of transmissive, on-axis optics, largely reducing NCPAs within the system. In the current version
of the distortion map the distortion introduced is incredibly small, with a maximum value of ∼ 0.15 mas at the
edge of the MAVIS corrected FoV (a circle radius 15”).
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Figure 2. Flowdown chart representing the creation of an image in MAVISIM. Point “A” represents the Fourier transform
used to create the database of field variable PSFs. Point “B” represents the convolution used to create the final PSF that
captures both the high and low order terms for each object.

3. IMAGE GENERATION

A flowdown chart of the process for image creation using MAVISIM is given in Fig. 2. A brief description of the
process will be given here, for a more complete description of MAVISIM the reader is directed to our upcoming



paper (Monty et al. in prep. for MNRAS). The process of image generation begins with an input source catalogue
of (x,y) positions and flux. At the moment we only consider point sources. The catalogue information is then
used to recover the static distortion and TT residual for each object (depending on it’s position in the field).
This is combined with an additional vibration and charge diffusion term23 to create the final TT kernel for each
object. The object’s position is also used to recover a spatially-dependent Fourier PSF from the database using
a Bilinear interpolation. Point “A” on the diagram represents the Fourier transform used to create the Fourier
PSF. The Fourier PSF is then convolved with the object TT kernel at point “B” to create the final PSF for
each object. The process to create the final image of a single object is then depicted with the addition of the
sky background, throughput considerations of both the VLT and MAVIS AOM and noise characteristics of the
detector.

4. PRELIMINARY ASTROMETRIC ACCURACY

As a preliminary exploration of the MAVIS astrometric capabilities, we have fed MAVISIM a catalogue of a
crowded stellar field, generated an image and used PSF-fitting photometry to recover stellar positions. These
positions were then compared against the input positions to estimate the astrometric accuracy. The input
catalogue used for the study is an analogue to the Milky Way globular cluster NGC 3201.24 To perform the
PSF-fitting photometry we used DAOPHOT/ALLSTAR,25,26 a well-tested, successful tool that has been used
many times to analyse MCAO data. We largely followed the methodology laid out in Monty et al., 2018 with
small changes to accommodate the higher strehl ratio of the MAVIS PSF.27 As NGC 3201 is a bright and nearby
cluster, we used the best NGS constellation to generate the TT residual map. The constellation consists of
three magnitude 15 stars (in H band) located symmetrically throughout the field at a distance of ten arcseconds
(radially) from the centre of the FoV.

Initial results from this study are shown in Fig. 3 where we show the astrometric accuracy as a function of
magnitude for a monochromatic (550 nm) image integrated for 30s. Note that the magnitudes are taken directly
from the input catalogue and are thus the ground truth V band magnitudes calibrated to the Vega magnitude
system. The left plot of Fig. 3 shows the individual measured stellar accuracies. Stars with accuracies of 150 µas
(requirement) or better are plotted as the dark cyan dots, while stars with accuracies of 50 µas (goal) are plotted
as the turquoise dots. For reference, ∼ 30% of the recovered stars had accuracies of 50 µas or better while
∼ 60% of the recovered stars had accuracies of 150 µas or better. The right plot in Fig. 3 shows the astrometric
dispersion as a function of mean magnitude created by sliding a window size 30 across the measured magnitudes.
The shaded region bounds 150 µas or better. The results are encouraging as the dispersion remains small down
to faint magnitudes (∼ 23) considering we have modeled three of the major astrometric error terms. The results
are also encouraging in the context of being able to model and perform PSF-fitting photometry on the MAVIS
PSF, bearing in mind that the Fourier PSF is idealised.
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Figure 3. Preliminary astrometric accuracies (the difference between the input and recovered x positions) as a function of
input magnitude for a monochromatic image (550 nm) integrated for 30s. The left plot shows the accuracies of individual
stars with stars having astrometric accuracies of 150 µas or better marked in dark cyan and stars with accuracies of 50 µas
or better marked in turquoise. The right plot shows the astrometric dispersion as a function of mean magnitude created
using a sliding window of size 30.



5. CONCLUSIONS

We have begun building an astrometric budget for the next generation VLT instrument MAVIS. To aid in the
creation of the budget and to verify (as well as can be done prior to going on-sky) that MAVIS will meet the
challenging astrometric requirement of 150 µas (goal of 50 µas)†, we have built a MAVIS image simulator. In this
current version of MAVISIM we have accounted for three major sources of astrometric error; PSF field variability
associated largely with LGS anisoplanatism, TT residuals related the NGS constellation characteristics and static
distortion from the AOM. Ultimately we plan on incorporating as many of the astrometric error sources identified
in Table 1 as possible in MAVISIM. We have presented preliminary results from MAVISIM in a crowded stellar
field showing that MAVIS will achieve astrometric accuracies of 150 µas or better down to relatively faint
magnitudes. Further applications of MAVISIM and updated results will be showcased in our upcoming paper
(Monty et al. in prep for MNRAS.) MAVIS is a challenging and ambitious project and understanding the full
astrometric capabilities of the instrument is a challenge in of itself. We are only just beginning to explore what
MAVIS will be capable of and it is truly an exciting time to be a part of the team.
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F., Gendron, E., Lainé, M., Sevin, A., Rousset, G., Hammer, F., Jégouzo, I., Paillous, M., Taburet, S.,
Yang, Y., Beuzit, J. L., Carlotti, A., Westphal, M., Epinat, B., Ferrari, M., Gautrais, T., Lambert, J. C.,
Neichel, B., and Rodionov, S., “COMPASS: an efficient, scalable and versatile numerical platform for the
development of ELT AO systems,” in [Adaptive Optics Systems IV ], Marchetti, E., Close, L. M., and Veran,
J.-P., eds., Society of Photo-Optical Instrumentation Engineers (SPIE) Conference Series 9148, 91486O
(Aug. 2014).
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